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Abstract
The Semantic Web provides guidelines for the representation of information about real-world objects
(entities) and their relations (properties). This is helpful for the dissemination and consumption of
information by people and applications. However, the information is mainly contained within natural
language sentences, which do not have a structure or linguistic descriptions ready to be directly
processed by computers. Thus, the challenge is to identify and extract the elements of information
that can be represented. Hence, this paper presents a strategy to extract information from sentences
and its representation with Semantic Web standards. Our strategy involves Information Extraction
tasks and a hybrid semantic similarity measure to get entities and relations that are later associated
with individuals and properties from a Knowledge Base to create RDF triples (Subject-Predicate-
Object structures). The experiments demonstrate the feasibility of our method and that it outperforms
the accuracy provided by a pattern-based method from the literature.
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1 Introduction
Extracting information from text represents an activity that implies the identification of (relevant) objects
and their connections, guiding the declaration of descriptions or ideas about things. Such information can
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be useful in a variety of tasks related to areas such as Information Retrieval, Question Answering, and
Data Mining, to mention a few.

Nowadays, data sources such as the Web allow people to browse an immeasurable number of
documents containing information that can be exploited; regularly in the form of sentences with
statements that contain a verb and arguments (e.g., The sun is a star) that can be expressed with RDF
triples. However, due to the large scale of such a data source, handling the extraction of information
represents an unfeasible task for humans. Moreover, in case that a computer supports this process,
the challenge is to parse information elements because the sentences do not show explicit linguistic
descriptions or a structure able to be directly processed by computers.

In recent years, two areas involved in the extraction and representation of information are the
Information Extraction (IE) and the Semantic Web. First, IE is aimed at obtaining structured data from
an unstructured data source, where two tasks are highlighted: named entity recognition and semantic
relation extraction. While the former task refers to the identification of real-world objects (e.g., names of
People, Places, Companies) the latter refers to the relation between such entities (often in form of actions).
Second, the Semantic Web provides guidelines and standards for the representation of information, which
defines the RDF triple (Subject-Predicate-Object) as the basic unit of information. In this sense, entities
can be part of Subject and Object within an RDF triple, which are described by a relation defined as the
Predicate (obtained from a vocabulary or ontology).

Hence, the difficulty of identifying information from sentences and representing it as RDF triples relies
on the extraction of named entities and their semantic relations. However, in the Semantic Web, elements
in such components must be associated with resources (URIs) from a Knowledge Base (KB), such
that, unique identifiers are assigned to them to facilitate the identification, description, and usage of the
information. For example, the sentence “Leo Messi plays as a forward for the Barcelona soccer team”,
contains the semantic relations Play as(Leo Messi, forward) and Play for(Leo Messi,
Barcelona soccer team), where an RDF representation is shown in Figure 1. The combination
of triples can be organized in the form of a graph, where nodes represent entities/resources and edges
refer to predicates/properties. For readability purposes, we use fictitious names for resources from the
Wikidata KB [1]; for example, wd:Leo_Messi (wd:Q615), wd:fcBarcelona (wd:Q10467), wdt:playsFor
(wdt:P54), and so on, where wd and wdt refers to URI prefixes (later defined).

wd:forward wd:Team

wd:Leo_Messi

wdt:playerPosition

wd:fcBarcelona
wdt:playsFor

wd:soccer

wd:Barcelona

Figure 1. Example of RDF representation. Dashed nodes indicate hypothetical entities.

The extraction of entities from text and their linking with resources from a KB is a task known as
Entity Extraction and Linking (EEL), which has been widely studied in the literature [2, 3, 4, 5]. Note
that, in Figure 1, we also included (blurred) entities (wd:Barcelona, wd:soccer, wd:team) that can be
recognized instead of wd:fcBarcelona according to the used EEL tool and its training models (results
may vary). On the other hand, the subsequent joining of the entities found in a text through predicates
(from a semantic relation) linked with properties from a KB refers to a task known as Relation Extraction
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and Linking (REL), which is the main focus of this work. Such a task has been addressed in diverse ways
that provide advantages and difficulties. For example, by a strategy known as Distant Supervision [6], a
machine learning algorithm is trained with existing KB data for the recognition (classification) of new
RDF triples. However, it requires to select the training data and to configure the parameters of the selected
algorithms. Another strategy is to find the relation between entities (through patterns regularly [7]) and
then mapping it to a property of a KB in a task known as property selection. The difficulty of this strategy
is the generation of the mapping rules and the limitation of properties to link only specific types of
properties (e.g., properties between People and Companies). Additionally, both approaches do not often
indicate the process of entity selection. That is, in the hypothetical case that the three entities (Barcelona,
soccer, team) are identified instead of wd:fcBarcelona (Figure 1), which one should be selected for the
representation of the RDF triple?

This paper proposes a method for the representation of information by extracting RDF triples from
natural language sentences. The proposed method is based on a combination of Information Extraction
tasks for obtaining entities, semantic relations, and their linking with resources from a KB. First, entities
are obtained through an existing strategy for the integration of public EEL services. Second, semantic
relations among entities are obtained through an OpenIE strategy that is not guided by a domain of
information. Finally, we propose a property selection strategy for mapping the predicate of the semantic
relation with its respective property from a KB. This is based on a hybrid semantic similarity measure
that compares the predicate against a set of property candidates derived from the KB to select the more
similar one. Unlike existing approaches, we do not rely on training data or specific pattern mappings for
the generation of the RDF triples.

In summary, the contributions of this work are as follows:

• A set of recommendations for the selection of named entities and semantic relations likely to be
represented as RDF triples.

• The proposal of a property selection strategy based on a hybrid sentence similarity measure and
information from Wikidata.

• A strategy for the automatic extraction of RDF triples from unstructured text in English to produce
a knowledge graph.

• A prototype, which integrates NLP tools for implementing a version of the proposed strategy.
• Guidelines for the evaluation of the prototype by judges, managing distinct granularities to

determine the accuracy of RDF triples.

The remainder of this paper is organized as follows: the related works are presented in Section 2.
Section 3 presents our representation strategy. Details of an implementation of the representation strategy
are presented in Section 4. In Section 5, the experiments are described. Finally, the conclusions are
presented in Section 6.

2 Related Work
The representation of information as RDF triples generally involves the recognition and linking of named
entities, finding their association through the relation extraction task, and then linking the predicate
with a property from a KB. Since there are diverse EEL approaches used for extracting entities in a
sentence [2, 5, 8], we organize this section according to those works extracting binary relations and
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further parsing them into RDF triples. We identified two kinds of approaches: feature-based and pattern-
based.

2.1 Feature-based
Semantic and syntactic features can be used to obtain semantic relations from text. The purpose is to label
a text (with manual intervention or NLP tools) to obtain features used in a machine learning algorithm,
mainly a supervised strategy. However, such labeling is a time-consuming task, where instances for
training and testing must be prepared/labeled by human experts. This aspect has been addressed by two
strategies: 1) the incorporation of crowdsourcing tasks and 2) the use of existing KB data.

Regarding the first strategy, Fossati et al. [9] trained a supervised classifier supported by Lexical Units
(LU). Every LU is composed of POS tagging describing elements such as verbs and their arguments.
LUs are ranked with TF-IDF and standard deviation measures in order to select the top-N meaningful
LUs. Subsequently, a training set is labeled through a crowdsourcing platform, which is used to extract
facts by means of a supervised strategy (SVM and a baseline); considering as categories Frame Elements
(event descriptions and their participants) derived from the FrameNet lexical resource.

On the other side, Distantly Supervised (DS) approaches rely on large KBs such as DBpedia or YAGO
for training a classifier following the idea “if two entities participate in a relation and both entities are
contained in a sentence then it expresses the same relation”. Diverse DS approaches have been proposed
to leverage KBs available as Linked Data such as YAGO used by Nguyen [10] and Freebase, used by
Augenstein [11]. The common strategies used for classification by DS approaches are multiclass logistic
regression [11], neural networks [12], and deep learning [13], to mention a few. Regarding the property
linking, DS approaches associate patterns and features (extracted from textual relation mentions) with
a particular KB property. That is, properties extracted from a KB are used within the training process
to directly associate a particular property. Although this approach provides high levels of accuracy, the
difficulty lies in preparing the training data, which involves the selection of triples from the KB and, in
diverse cases, such data only cover specific types of entities and properties.

2.2 Pattern-based
Approaches in this category are aimed at generating patterns (pattern induction) that describe general
relations from the text. For example, Exner and Nugues [14], DeepDive [15] and Nguyen and
Moschitti [10] used a dependency parser in order to extract a syntactic structure from relation mentions.
However, diverse approaches reuse the idea proposed by Banko et al. [16] for extracting OpenIE relations,
those derived through lexical patterns from the dependency tree of a sentence (with no restriction of a
domain of information) and where the extracted relations help to obtain new ones. Approaches such as
Dutta et al. [7], Liu et al. [17], and Soderland and Mandhani [18] are within this setting. Note that both
strategies, based on dependency parsing, obtain relations that will later be linked with an ontology or KB.

Regarding the property linking, Dutta et al. [19, 7] mapped the relations extracted by OpenIE systems
to DBpedia properties. The process involves a mapping of entities (within the parsed relation) to the
KB using SPARQL queries so that an existing property between the two entities is filtered by rules
or directly selected. Another strategy is to generate the property from the predicate of the relation
phrase. The concatenation of the relation phrase words generates the property label to thereafter include
some definitions or descriptions about the property (e.g. domain and range obtained from the entities).
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Legalo [20] generates predicate labels by creating OWL properties using the CamelCase notation
together with information (from the entities) such as the domain, range, linguistic evidence (original
sentence), among others. Likewise, RDFLiveNews [21] produces a descriptive label for relation clusters
sharing the same meaning, this label is mapped to owl:ObjectProperty considering the domain
and range of the subject and object types.

The advantage of using OpenIE by these approaches is to get general relations not attached to a single
domain. However, the property linking process is often limited to specific types of entities and direct
mappings that require manual intervention by a human expert. Additionally, the generation of properties
relies on the identification of entities to provide details and restrictions for the generated property, which
in some cases may produce inconsistencies and/or duplicated items. Thus, to avoid such limitations, we
provide an information representation strategy that leverages EEL systems and an OpenIE approach to
obtain entities and their relation. The property is selected by matching the predicate from the relation
with property candidates (obtained from a KB) by means of semantic similarity measures.

3 Representation strategy
The aim of this work is to represent RDF triples extracted from sentences using data and standards of the
Semantic Web. The proposed strategy is depicted in Figure 2.

Input text

EEL & 

grouping

Relation

Extraction

Preprocessing

tuple <s,p,o>

RDF triple

tagged words

Property

selection

entities relations

Representation

Figure 2. Overview of the proposed strategy.

The general idea is that given a number of entities extracted from a semantic relation (from the subject
and object), a set of property candidates is collected from a KB, where the property that best represents
the relation between such entities is selected through a disambiguation process (considering the semantic
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similarity of the predicate with the labels of the property candidates). Additional details are provided in
the following subsections.

3.1 Preprocessing
This stage performs cleaning and parsing tasks to obtain features used in further steps of the extraction
and representation of entities and relations. The applied preprocessing tasks are sentence segmentation,
Part of Speech (POS) tagging, and dependency tree parsing.

3.2 EEL & grouping
Entities are extracted at this stage through the use of EEL systems. However, this stage goes one step
further, by applying an organization of the found entities in such a way that they keep together as a single
element able to define a coherent unit of information. That is, more than one entity can appear in the
subject or object of a semantic relation, but if we separate them, the original idea of the sentence might
be missed. In this sense, we perform the same strategy presented by Martinez-Rodriguez et al. [22], which
consists of the following steps:

• Entities are first recognized by a combination of publicly available EEL systems integrated in an
ensemble-like setting, where such systems are invoked via HTTP requests and later filtered to avoid
duplicated and/or overlapped items.

• The found entities are organized according to the Nominal Phrase (NP) the entity belongs to. NPs
(provided by the dependency parsing) are grammatical units of information that allow words to be
combined into larger units that can act as a single sentence element. Thus, we create an entity for
the NP (called NP-entity), which contains n entities (in a kind of composition relation).

3.3 Relation Extraction
After recognizing entities through the previous stage, this stage obtains binary relations (between entities)
through lexical patterns derived from the dependency tree of a sentence with no restriction of a domain
of information as provided by the OpenIE approach [16].

3.4 Property selection
This stage associates the predicate of a semantic relation with a property from a KB. The involved steps
are presented in the following subsections.

3.4.1 Property collector. The purpose of this step is to collect a set of property candidates (from a KB)
that represent possible descriptions (connections) between the entities extracted from a semantic relation.
The proposed strategy is based on capturing the result of a SPARQL query executed over a KB endpoint.
This step involves two phases: query preparation and submission/parsing.

First, the aim of the query preparation is to construct a query that returns the property candidates
between two (or more) entities. The basic idea is depicted in Figure 3, in which we look for existing
properties linking two “seed” entities extracted from the subject and object of a semantic relation.
The strategy is to query those existing properties (?p) between the subject (:subject) and object
(:object) entities and additionally between the individuals of their same class (siblings obtained from
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?classSub and ?classObj). The idea is to obtain as much as possible the properties related to
the input entities. However, a Cartesian product (Sx?pxO) is produced among (likely thousands of)
individuals in the KB, which may degrade the performance. Thus, the number of siblings could be
restricted when the computational resources are limited.

?s2

?classSub

?o2

?o1?s1

:object

?classObj

:subject ?p

a a

aa

?p

?p

?p

?p

?sn ?on?p
...

...
...

Figure 3. Properties between subject and object and between their siblings are collected.

Second, in the submission/parsing phase, the generated query is executed in a SPARQL endpoint and
the resulting properties are retrieved.

3.4.2 Disambiguator. This step is aimed at selecting the property that best describes the input semantic
relation. Thus, the proposed strategy is based on a measure that determines the similarity between the
predicate of a semantic relation and each property from the set of candidates, where the most similar
property (the one with the higher score) is selected for the creation of an RDF triple (involving the
identified entities and property). Hence, this step implements a hybrid similarity measure composed of
two types of measures, a corpus-based and a knowledge-based [23]. Hybrid measures demonstrated their
effectiveness with regards to individual measures [24]. Details of the measures are presented in following
subsections.

3.4.2.1 Knowledge-based measure. It calculates the semantic similarity between two words using
information derived from semantic networks; being WordNet a popular such network [25, 26, 27]. The
following aspects should be considered:

• Existing measures usually compare pairs of concepts (mental representations of a real-world
object) to obtain a similarity score. Concepts in WordNet are organized as sets of synonyms called
synsets. Thus, we obtained the synset of each word according to its POS and WordNet relevance.

• Most of the knowledge-based measures cannot be applied for words with distinct POS and thus,
the same class must be used.

The general idea of the knowledge-based measure is shown in Eq. 1, where given two input sentences
(s1, s2), the similarity score is returned.

sim(s1, s2) =

∑
w∈s1

maxSim(w, s2)∑
w∈s1

f(w, s2)
(1)
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where

f(w, s2) =

{
1, if maxSim(w, s2) > 0

0, otherwise

Consider that Eq. 1 calculates the semantic similarity between two given sentences by iterating over
the words in each sentence. The process looks for the maximum similarity score of a word w in the
first sentence (s1) against every word in the second sentence (s2). Finally, a weighted measure is
obtained by considering only those cases that were able to indicate a similarity score (as supported
by f ). Note that this function is not symmetric and thus, it can be adapted in the following way
1

2
(sim(s1, s2) + sim(s2, s1)).

3.4.2.2 Corpus-based measure. This type of measures determine the degree of similarity between
words using information modeled from large corpora. This step implements the Word Mover’s Distance
(WMD) [28], which is based on word embeddings (representations of words as dense vectors –
embeddings– that are derived by diverse training methods based on neural networks following a
Deep Learning approach) to calculate the distance between the embedded words of two documents
(paragraphs or set of words). This measure works well with small documents (in our case comparing
sentences), outperforms diverse measures in the literature (applied in clustering tasks) [28], and it is
easily implementable through existing libraries [29]. The routine for applying the WMD distance starts
by loading the model and then preparing the input sentences; deleting stop-words and splitting the text
into tokens. After the similarity distance is obtained, it is determined if the distance is infinite (as provided
in languages such as Python), which implies that the input sentences are totally different. Implementation
details are later presented.

3.4.2.3 Overall function. This research work implements a linear combination of knowledge- and
corpus-based measures as provided by Achananuparp et al. [24], which is described in Eq. 2. In this
case, the value of α allows the function to control the weight of the knowledge-based measure, where
a value of α =0.5 indicates equal importance for both measures. Note that kb denotes the knowledge-
based measure and cb the corpus-based measure (implemented through WMD).

simkb+cb(s1, s2) = αsimkb(s1, s2) + (1− α)simcb(s1, s2) (2)

It is worth mentioning that the score of the knowledge-based measure has a value between 0 and 1,
where a score of 1 represents identical text fragments. However, the corpus-based measure has a value
between 0 and ∞, where 0 indicates identical text segments. Thus, we performed a normalization to
combine these measures.

The disambiguation strategy is shown in Algorithm 1, where the algorithm receives as input the
predicate (PRED) of a semantic relation and the set of property candidates (PROPCANDIDATES). Every
property contains its URI, label, and parameters to put the similarity scores with respect to the predicate
(line 2). On the other hand, the normalization of the corpus-based distance (line 15) considers the
maximum distance of the set of property candidates against the predicates (outlier values omitted) to
keep values between 0 and 1, where 1 indicates identical text segments.
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Algorithm 1 Disambiguation process.
Data: PRED, PROPCANDIDATES
Result: Most_similar_property

1 maxDP ← 0; /* Max. distance for normalization */
2 similarProperty ←Map(url = null, label = null, alt = null, wmdistance = 0, wndistance =

0, weightDistance = 0); /* Property to be returned */
3 α← 0.6; /* parameter for combining measures */
4 forall property ∈ PROPCANDIDATES do /* Iterate over properties */
5 property.wndistance← simkb(PRED, property.label); /* knowledge-based measure

*/
6 property.wmdistance← simcb(PRED, property.label); /* corpus-based measure */
7 if property.wmdistance > maxDP then
8 maxDP ← property.wmdistance;
9 end

10 end
11 forall property ∈ PROPCANDIDATES do /* combined measure */
12 if property.wmdistance = −1 then /* Dissimilar value set to 0 */
13 property.wmdistance← 0;
14 else
15 property.wmdistance← 1− (property.wmdistance/maxDP ); /* Normalization

*/
16 end
17 property.weightDistance = (α)property(.wndistance) + (1.0− α)property.wmdistance;
18 if property.weightDistance > similarProperty.weightDistance then /* Check for

most similar property */
19 similarProperty ← property;
20 end
21 end
22 return similarProperty;

3.5 Representation

This stage refers to the representation of the input entities and the property selected through the previous
steps. Thus, RDF triples are represented within named graphs through the serialization format TriG.
According to the example presented in Figure 1, a representation using the TriG format is presented in
Listing 1, where only one triple is represented for demonstration purposes. Note that we still use fictitious
URIs for readability but instead of using the entity wd:fcBarcelona, we included an NP-entity containing
the entities wd:Barcelona, wd:soccer, wd:Team through the property dcterms:isPartOf.
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Listing 1: RDF representation example using TriG
@prefix dcterms: <http://purl.org/dc/terms/> .
@prefix cvst: <http://www.local.mx/> .
@prefix wd: <http://www.wikidata.org/entity/> .
@prefix wdt: <http://www.wikidata.org/prop/direct/> .

cvst:testing.html {
wd:Leo_Messi wdt:playsFor cvst:Barcelona_soccer_team .

wd:Barcelona dcterms:isPartOf cvst:Barcelona_soccer_team .
wd:Team dcterms:isPartOf cvst:Barcelona_soccer_team .
wd:soccer dcterms:isPartOf cvst:Barcelona_soccer_team .
}

4 Implementation details
This section provides details of an implementation of the proposed strategy. The Disambiguator step is
entirely implemented in Python and the other stages in Java. Particular details of every step are presented
as follows:

Preprocessing. Preprocessing tasks were performed through the Stanford CoreNLP tool [30], where
models for English were used in the configuration.

EEL & grouping. Instead of using three EEL systems as mentioned in [22], we implemented an
ensemble EEL system with four systems: DBpedia SpotLight [2], TagME [3], Babelfy [4], and WAT [5].

Relation Extraction. We extracted semantic relations from text through the ClausIE tool [31, 22].

Property Selection. Some particular aspects of this stage are:

• Entity selection. In case that more than one entity is contained within every argument (subject or
object), two options can be applied: based on thematic roles (through SRL) or entity closeness.
First, SRL allows the strategy to select the entities involved in the main roles of the relation (the
causer and the undergoer of an action). However, in case that SRL does not provide information,
entities close to the verb are selected (with a maximum distance of 2 words). Otherwise, the
sentence is discarded.

• SPARQL queries were submitted to the Wikidata endpoint* through a Java application
implementing the Jena library. Note that for time restrictions, a limit of 120,000 individuals was
set to the query, which indicates that only the existing properties in those individuals are processed.
This parameter was empirically selected to fit the timeout restriction of 60 seconds imposed by the
Wikidata public endpoint.

• We retrieve properties from the Wikidata KB with features such as the URL, label (literal
description), and alternative labels (additional descriptions).

∗https://query.wikidata.org
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Disambiguator. The hybrid similarity measure was implemented in Python. It is composed as follows:

• Knowledge-based measure. This measure was implemented through the NLTK library†.
• Corpus-based measure. WMD measure was implemented through the Gensim library [29].
• Invocation. Finally, an HTTP server was configured to allow the disambiguation module to be

invoked via POST requests from the main Java application.

Note that the similarity measures and the configuration of the overall function were established
according to the experiments performed in the following section.

Representation. This step was implemented in Java through the Jena library for generating TriG files.
It is worth mentioning that our focus is on presenting an implementation for the proposed method

using traditional/available NLP tools. In this sense, latest and precise tools (for example those based on
Deep Learning [32]) can be used instead of the mentioned for this implementation. However, training
and configuring such an implementation is out of the scope of this work.

5 Experiments
The evaluation considers two aspects: the disambiguation strategy and the RDF representation. The
former is evaluated through diverse similarity measures and models with the purpose of selecting the
parameters used in the disambiguation of the final representation process. The latter was evaluated under
two conditions; quantitative and qualitative. While the first condition allows us to collect the number
of represented objects, the second condition is performed under an a posteriori assessment to check
the quality of the represented information through the intervention of human judges. The following
subsections present descriptions of the used datasets, metrics, and experiments.

5.1 Datasets and metrics
Three datasets were used for the experiments: LonelyPlanet [33] and BBC‡ for the RDF representation
and Semantic Textual Similarity (STS) [34] for the disambiguation task. The dataset are described in
Table 1.

Regarding the metrics, while the disambiguation strategy employs the Pearson correlation [35] to
measure the semantic similarity between sentences, the RDF representation considers the Precision
measure (proportion of retrieved elements that are correct) for a qualitative analysis [19] and the Fleiss
Kappa measure [36] for assessing the inter-rater agreement among judges.

5.2 Parameter configuration for the disambiguation strategy
This subsection evaluates the disambiguation strategy to configure the parameters of the overall function
used in the property selection step.

†https://www.nltk.org/
‡http://mlg.ucd.ie/datasets/bbc.html
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Table 1. Description of datasets

Dataset Domain Documents Sentences

LonelyPlanet Tourism 1801 16540

BBC

Business 510 5988
Entertainment 386 4482
Politics 417 5902
Sport 511 6514
Tech 401 6901

STS-Train News, Forum - 5749
STS-Test News, Forum - 1379

Scenario. The measures were evaluated as follows:

• Knowledge-based. Four measures were evaluated: LCH [27], WUP [25], PATH [37], and LIN [26].
Such measures were selected according to studies that demonstrate their performance [23].

• Corpus-based. The WMD measure was evaluated using five distinct models trained with documents
of news and Wikipedia, which were proposed by Zuccon et al. [38]. The models are described in
Table 2.

• Combined measure. This considers the evaluation of the best-scored measures in the two previous
cases, combined under the overall function. In this case, the alpha value (α) was changed from
0.1 to 0.9 with intervals of 0.1.

Table 2. Word embedding models used for the evaluation of the WMD measure. Emb. Space refers to the
embedding space features used in the model.

Model Type Emb.
Space Dataset

WMD1 cbow 700 News, TREC-AP8889
WMD2 skip-gram 700 News, TREC-AP8889
WMD3 cbow 700 Wikipedia, 3billion words
WMD4 skip-gram 700 Wikipedia, 3billion words
Gnews skip-gram 300 Google news

Results. The results are presented in Table 3, where the first four rows refer to knowledge-based
measures and the last five to the WMD using diverse models (corpus-based). Note that for every measure
(row), the Pearson correlation (Corr.) is depicted together with the execution time in seconds.

According to Table 3, the PATH and WMD4 measures got the highest results (Pearson correlation close
to 1) for each category. In this sense, both measures were selected to evaluate the combined measure on
the two STS datasets (i.e., Test and Train). The evaluation results of the combined measure are shown
in Figure 4, where Corr. represents the Pearson correlation and α refers to the alpha value used for the
weighted overall function.
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Table 3. Evaluation results of individual semantic similarity measures. Corr. refers to the Person correlation
obtained for the whole dataset, and Time refers to the execution time in seconds.

Dataset STS-test STS-train

Measure Corr. Time Corr. Time

LCH 0.4419 30.1322 0.4751 35.5923
WUP 0.4961 51.9969 0.4877 95.6836
PATH 0.5505 49.8073 0.5594 89.2397
LIN 0.4013 6426.0705 0.4102 26788.7501

WMD1 0.4284 62.7298 0.5025 85.0647
WMD2 0.4348 67.3631 0.5102 75.5461
WMD3 0.4428 151.6637 0.5073 157.5302
WMD4 0.4565 143.3102 0.5277 169.9340
Gnews 0.4380 84.3385 0.5202 116.6253

0.2 0.4 0.6 0.8

0.48

0.5

0.52

0.54

0.56

0.58

0.6

C
o
rr
.

sts_test
sts_train

α

Figure 4. Evaluation results of the hybrid similarity measure. Corr. refers to the Person correlation, and α
refers to the weight given to the measure.

Discussion. Although LIN has demonstrated that outperforms state of the art measures at word vs
word similarity comparison [39], the results of this study demonstrate that the PATH measure (based on
short distances) provided better performance at sentence vs sentence similarity. In general, we think this
fact is given due to the used datasets and configured parameters, where LIN relies on Information Content
(IC) to measure the specificity of a concept.

In summary, the disambiguation strategy relies on a hybrid measure composed of the PATH and
WMD measures, which are based on WordNet information and word embeddings (respectively) that are
combined through an overall function tuned with an α value of 0.6 (as the median of the best results).
It is worth mentioning that the purpose of this step is not to propose a new disambiguation strategy but
to configure the parameters for the used measures. In this sense, the results demonstrate that the hybrid
measure outperforms all the individual measures tested in this evaluation.
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5.3 Selection of property labels for disambiguation
Property candidates obtained from Wikidata contain diverse features that can be used as input data to the
disambiguation strategy. Thus, we identified four possible ways the predicate can be compared against
the property candidates:

• Option 1 (Simple case). The predicate is compared against each label of the property candidates
(predicate vs labels).

• Option 2 (Enriched). This case considers an enrichment of the predicate and the property label with
the Subject (S) and Object (O) of the semantic relation. Thus, the disambiguation strategy takes as
input the enriched predicate (S+predicate+O) and each enriched property label (S+label+O).

• Option 3 (Iterative case). Some property candidates often contain alternative labels that indicate
other possible ways to identify the property. In this case, we consider the comparison of the
predicate phrase against each alternative label of every property candidate. It is similar to Option 1
but iterating also over alternative labels.

• Option 4 (Enriched iterative). This case is similar to Option 2 and 3, where the predicate is enriched
with information of the semantic relation (S+predicate+O) and compared against an enriched
version of each alternative label of each property candidate (S+altLabel+O).

Scenario. We considered the following criteria:

• Data sampling. A sample of 235 documents from the LonelyPlanet dataset was obtained through
the strategy proposed by Krejcie and Morgan [40], where the input parameters considered a
confidence of 90 and an error rate of 5.

• Data presentation. The represented triples were showed to the judges through a web application
to be evaluated with three categories: Good, if the triple conveys correctly the sentences; Fair, if
the triple conveys meaningful information; and Poor, if the triple is incorrect. Thus, every element
of the triple was reviewed, but only if all elements are correct (Good) the triple is deemed as
correct. This is because the experiment is focused on the evaluation of the final output considering
the diverse input configurations. Thus, every element is evaluated according to the categories as
follows:

– Poor: If the element to be judged is not syntactically acceptable/correct or does not make any
sense (it does not convey something useful or it is incoherent).

– Fair: If the element does not refer specifically to the idea presented in the original sentence
or semantic relation but it is acceptable (makes sense, convey a valid statement or coherent
idea).

– Good: If the element is correct and exactly or semantically convey the idea of the original
sentence/semantic relation.

These criteria are also used in the qualitative evaluation (Section 5.5).
• Profile of judges. Two human judges with notions of the domain, model, and language participated

in the evaluation. The evaluation was performed at the same time, where both judges discussed and
assessed the same output together.
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Results. A total of 239 triples were extracted and represented from the 235 input documents. The
results of the evaluation are presented in Figure 5, where Dis. Options refers to the disambiguation
options, and Cases refers to the number of assessed triples for each category. Note that the same number
of triples is evaluated for each option, where the component that particularly changes from triples between
options is the property selected by the disambiguation input. Thus, the judges evaluated a total of 956
RDF triples (accumulated from the four options).
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Figure 5. Results of the RDF representation evaluation using four distinct disambiguation inputs.

According to the results shown in Figure 5, the precision was calculated in two distinct ways, in which
Strong and Weak configurations take only “Good” records or “Good+Fair” records respectively. The
results of the precision are shown in Table 4, where Prec. refers to the type of precision (Weak or Strong)
and Opt. refers to the disambiguation option.

Table 4. Precision results of the RDF representation using four distinct disambiguation inputs.

Prec./Opt. 1 2 3 4

Weak 0.4310 0.4059 0.4812 0.4142
Strong 0.0544 0.0377 0.1255 0.0418
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Discussion. The option 3 (Iterative case) provided the best result in the evaluation due to the
availability of diverse labels that describe the same property. However, due to the short context of
the compared elements, the NLP tools not always provide correct tags, which has repercussions for
identifying the concept in the knowledge-based measures. Moreover, even if diverse property candidates
are collected, it is possible that none of them are associated with the predicate of the input semantic
relation. Thus, the configuration of parameters takes into account only the precision of triples, where
a different configuration strategy (e.g., trade-off between precision and recall) might require more
benchmark datasets (scarcely available) with standardized data, which are hard to produce at this moment.

This experiment provided the final configuration of the disambiguation strategy, which was used for
the representation of RDF triples.

5.4 Quantitative evaluation
The aim of this experiment is to analyze the number of elements extracted and represented from sentences
into RDF triples.

Scenario. LonelyPlanet and BBC datasets were used. The parameters of the property selector were
configured as presented in Section 4.

Results. The results are presented in Table 5, where Rep. Sent. refers to the number of represented
sentences, Triples refers to the total number of triples counting associations of entities and label
descriptions, Binary statements refers to the main triples represented (those with a property selected
from Wikidata), Entities and NP-entities refers to the represented named entities.

Table 5. Quantitative results of the representation.

Dataset Rep. Sent. Triples Binary
statements Entities NP-entities

LonelyPlanet 2013 14226 2307 6543 2780
BBC (business) 1137 9468 1652 3941 1937
BBC (entertainment) 712 6256 1038 2705 1223
BBC (politics) 1138 8842 1605 3957 1703
BBC (sport) 851 6718 1180 3019 1180
BBC (tech) 1136 10360 1897 4453 2065

Total 6987 55870 9679 24618 10888

Discussion. The strategy was able to represent only a fraction of the initial input sentences. The best
case was for the BBC dataset regarding the business topic with 27.58% of input sentences represented
and the worst case for the LonelyPlanet dataset with only 13.94%. This fact demonstrates diverse
problems produced in early stages of the representation strategy (preprocessing and knowledge extraction
tasks). Additionally, the percentage of represented triples depends on diverse factors such as the lack of
relations (from the sentence), properties (from the KB), and aspects related to the grammatical tense of
sentences that cause a misinterpretation of the triple elements, where the best results are produced when
the subject directly involves an action over the object.
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5.5 Qualitative evaluation of binary statements
This experiment evaluates the quality of the represented RDF triples. Due to the lack of gold-standard
datasets, the experiment is performed by an a posteriori revision, where human judges evaluate a set of
represented triples.

Scenario. The experiment was based on the one presented in Section 5.3, where the judges evaluated
a sample of RDF triples. However, the presentation of data to the human judges was conducted using the
Figure-Eight (www.figure-eight.com) crowdsourcing platform, which allows the collaboration
of users around the world with a controlled quality at a determined price/monetary cost. Details of the
experiment are presented as follows:

• Data sampling. A sample of 250 RDF triples represented from the BBC dataset was obtained using
a confidence level of 90 and an error margin of 5.

• Presentation of data. The RDF triples and the semantic relation were presented to the judges
through a web application provided by the Figure-Eight platform, which consisted of the following
elements:

– Description. A background of the RDF model, instructions, and examples for judging records.
– Records. The RDF triples are presented to the judges by means of web forms, each one

containing the elements to evaluate (i.e., subject, predicate, object, and semantic relation).
– Evaluation categories. This experiment considers three categories for assessing the records

by the judges: Poor, Fair, and Good.
– Quality. An initial set of 40 RDF “gold” records were used as a reference by the platform.

In case that one gold record is wrongly evaluated by the judge, the quality of the judge is
penalized and the correct answer is exposed as feedback. Only those judges that answer
correctly to the 70% of the gold records were accepted for the evaluation.

An example web form (including comments) is presented in Figure 6. In this case the fragment to be
evaluated is only the semantic relation. The original sentence is included as a supporting element, which
helps the judge to evaluate the element. Note that, although only the semantic relation is evaluated in this
part, the image of the RDF graph is included to facilitate the evaluation of the complete record.

In addition to the example form presented in Figure 6, we provide two evaluation examples for each
of the three specified categories (Poor, Fair, Good) in Figure 7, where the first element is a sentence,
then a semantic relation and finally the triple in form of RDF graph. We use a graph notation because the
subject or object elements might be composed of more than one entity. In general, Poor quality triples
are depicted due to problems with the extraction of entities and relations derived from lengthy sentences
(diverse elements involved on it).

Results. The precision results are presented in Table 6. Likewise, given the three categories for
assessing the records, the precision is obtained in two configurations, Strong and Weak. It is worth
mentioning that six judges were required for evaluating three times each of the records. This is because
the quality and design usability limit the number of records assigned to each judge. On the other hand, the
inter-rater agreement values of this evaluation are shown in Table 7, in which the parameters consisted of
three raters (every record was evaluated three times), 250 cases (RDF triples), and three categories (Poor,
Fair, and Good).
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Element to 
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Element of 
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Evaluation {
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of the semantic relation 
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of Object}
}

}{
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Figure 6. Evaluation form designed through the Figure-Eight platform.

dbr:200_metres

cvst:200m_gold

dbr:Gold_medal

dbr:Konstantinos_Kenteris

wdt:P2522(won)

Sentence: Kenteris won 200m gold at the 2000 Sydney 
Olympics
won(Kenteris, 200m gold at the 2000 Sydney Olympics)

dbr:Ruby_Dee

cvst:actress_Ruby_Dee

dbr:Ossie_Davis

wdt:P26(married to)

Sentence: Davis who was married to actress Ruby Dee 
was making a film

married to(Ossie, actress Ruby Dee)

Sentence: The world's biggest carmaker General 
Motors (GM) is recalling nearly 200000 vehicles in the US

isA(General Motors GM, The world’s biggest carmaker)

dbr:Film

dbr:Ossie_Davis

wdt:P1344(participated in)

Sentence: Davis who was married to actress Ruby Dee 
was making a film

was making(Davis, a film)

Sentence: Chinese wine tempts Italy's Illva. Italy's Illva Saronno has 
agreed to buy 33% of Changyu the largest wine maker in China

tempts(Italy’s Illva, Chinese wine)

Sentence: China lent Russia $6bn (£3.2bn) to help the Russian 
government renationalise the key Yuganskneftegas unit of oil 
group Yukos it has been revealed.

lent(China, 6bn to Russian government)

Good Fair Poor

dbr:Earth

cvst:The_world_s_biggest_carmaker

dbr:Automotive_industry

cvst:General_Motors_GM

wdt:P800(notable work)

dbr:General_Motors

dbr:Italy

cvst:Italy_s

dbr:Wine

cvst:largest_wine_maker

wdt:P361(part of)

dbr:Bully_Records

dbr:British_National_(Overseas)

cvst:6bn

dbr:Russia

wdt:P3026(closed days)

Figure 7. Examples of evaluation for each of the three defined categories (Poor, Fair, and Good).

Table 6. Precision of extracted elements by the RDF representation.

Prec./Elem. Subject Property Object Relation Triple

Strong 0.712 0.132 0.527 0.485 0.107
Weak 0.892 0.489 0.823 0.871 0.596
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Table 7. Inter-rater agreement for the evaluation of RDF triples.

Elem./Measure Overall Kappa

Subject 0.685 0.528
Property 0.631 0.446
Object 0.571 0.356
Relation 0.521 0.282

Discussion. While the Strong configuration demonstrates how accurate the statements represent the
original input sentences, the Weak configuration allows a more permissive evaluation that accepts novel
facts derived from such sentences. Hence, the following aspects were observed:

• Entity linking. The task for the extraction and linking of entities obtained better results than other
tasks (seen for the association of subject and object). This fact demonstrates the maturity of the
task, which has been thoroughly studied by the community.

• Property selection. The precision obtained by both configurations demonstrate very contrasting
results, which are produced for several factors (and language variations) such as the recognition of
elements (by NLP tools), availability of property candidates (in the KB), matching by similarity
measures, verbal tenses (and negation), and so on.

• Inter-rater agreement. It can be noted that the inter-rater agreement values presented in Table 7
demonstrate variations. This is due to the subjective answers provided by the judges. However, the
results show an agreement from fair to moderate [41], which demonstrate that the evaluation was
not guided by chance.

5.6 Qualitative comparison with an existing approach
This experiment is aimed at comparing the proposed method with an existing approach for the
representation of RDF triples.

Scenario. We implemented the approach proposed by Exner and Nugues [14], which is based on
predicate–property patterns to associate semantic relations to entities and properties from a KB. Thus,
the experiment was configured with the following data:

• Entities were recognized through DBpedia Spotlight.
• Semantic relations were recognized through MateTools (SRL), where arguments were matched

against the found entities.
• For property matching, a total of 84,063 patterns were obtained from Wikipedia articles as

presented by [42]. Each pattern consists of a textual predicate and an associated RDF triple
(subject-predicate-object). Thus, found entities and the relation are matched against the patterns.

• The evaluation was performed using the Gold Standard presented by Kertkeidkachorn and
Ichise [42], consisting of 100 sentences randomly selected from Wikipedia. Each sentence presents
its corresponding triple(s) linked to DBpedia resources. Note that we only consider triples with
object properties.

Results. The obtained Precision, Recall, and F-1 measures are presented in Table 8.
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Table 8. Result of comparison with an existing approach

Approach Precision Recall F-1

Exner and Nugues [14] 0.50 0.10 0.16
Proposed method 0.65 0.17 0.27

Discussion. The results demonstrated that our method overcomes the output provided by the pattern-
based method of Exner and Nugues [14]. This fact is presented because our method is not guided by a
set of patterns, which might not contain the property associated with the entities at hand. Although our
method also overcomes the precision presented by Kertkeidkachorn [42] (0.54), we did not include it
in Table 8 because we only take into account object properties in the comparison.

6 Conclusions
This paper presented a method for the information representation through RDF triples extracted from
sentences. The idea is to extract entities and their semantic relation from text to later associate them
to resources and properties from a KB. The experiments demonstrate that the representation of RDF
statements is still a challenging task. The results obtained by the experiments give an idea of the
application of the proposed method, which would be useful in tasks such as semantic enrichment or
to guide users in the semantic annotation of sentences. It is worth mentioning that the components
configured in every step of the method are replaceable and thus, the proposed solution served to prove
the capability to represent information without depending on user intervention or pre-trained modules.
Of course, establishing restrictions to the sort of representations and using ad-hoc tools (e.g., recent
proposals based on Deep Learning) would improve the precision of the whole system because, as
mentioned, many of the issues of the final representation are often inherited from early stages of the
process.

As future work, we plan to develop a versatile method implementation following our proposed
representation strategy, incorporating different NLP tools/solutions. For example, those based on deep
learning, where large datasets and model representations are often required for training and parameter
configuration.
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